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INTRODUCTION

The National Power System of Poland is pop-
ularly considered to be old, worn-out and non-
effective. Many old and non-revitalized power 
transmission lines of relatively low current rat-
ings do not enable high power transmission. Be-
cause of their age of thirty years at the average, 
they are more susceptible to failures. Ever grow-
ing demand for electrical energy imposes mod-
ernization of power lines to increase their current 
ratios. New investments are also necessary. Mod-
ernization of transmission lines is very expensive 
with its costs almost approaching the costs of 
new installations. Taking the above into account, 
it seems necessary to find new alternative and 
cost-effective solutions that could make possible 
to use the existent infrastructure more efficiently.  

One of the possible solutions is to invest in 
green energy, that is in the renewable energy 
sources like wind farms or geothermal plants. 
Actions promoting this solution are indispen-
sable. Poland like other countries is obliged to 

meet the EU directive requirements for increas-
ing the share of green energy in the power bal-
ance of the National Power System. Wind farms 
(WF) as dispersed generation sources seem to be 
perfect for meeting the demands of local energy 
markets as they eliminate the need to build new 
coal-fired plants and the distribution networks. 
Control of the WF operation involves a number 
of problems and makes a demanding task for the 
grid operators. Owing to their expertise and intu-
ition, proper actions can be taken to prevent such 
hazards as overloading of transmission lines or 
voltage surges. 

When the wind power generation falls below 
a specific critical value, the farm is disconnected 
from the system. On the other hand, at good wind 
conditions, wind farms can generate too much 
power to be transmitted through the system, 
which can cause overloading of the system power 
lines. When such overloading occurs, the opera-
tor can decide to reduce the power generation or 
to disconnect the source from the grid. A discon-
nection of a wind farm from the grid results in 
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Figure 1 Logical concept of the developed tool

the loss of that green energy. The authors would 
like emphasize that disconnection of a wind farm 
to prevent or reduce overloading of a particular 
power line is not an optimal way to cope with the 
problem, and that is why an attempt to optimally 
solve it has been taken.

LOGICAL MODEL

General concept

The above mentioned preventive actions of 
grid operators often involve constraints on the WF 
generation capacity which is not an optimal solu-
tion. In order to take maximum advantage of the 
wind farm potential, an innovative tool has been 
developed. The primary objective of this tool is 
to compute adequate (maximum possible) active 
power settings for the actual weather and techni-
cal conditions. When overloading of power sys-
tem lines occurs, the tool can prompt a solution, 
where all of the following conditions are met:
 • power balance,
 • line load reduction to acceptable limits,
 • voltage limits are not exceeded.

Fig. 1 presents a generic algorithm that real-
izes the above assumptions. This tool works as 
a closed-loop system and depending on the con-
figuration (and assumptions) it can run entirely 

autonomously or semi-automatically. In the first 
case, when all needed data are collected, the sys-
tem computes the solution and sends new power 
settings directly to the wind farms. In the other 
case, the operator approval is required before the 
computed settings are sent to the wind farm con-
trol apparatus. 

The discussed optimal regulation algorithm 
consists of the following stages:
 • data (measurements) retrieval from the 

SCADA system,
 • computation of an actual power system model,
 • optimization computations,
 • update of the wind farm power settings.

This algorithm includes two primary mod-
ules that are responsible for the computations: the 
state estimator and the optimization module. The 
first one determines an actual model of the power 
system and the other one uses the optimization al-
gorithm to calculate the best active power settings 
for the current weather conditions.

State estimator

The main weakness of real power systems 
is their lack of full observability. In many areas 
of a power network, it is only single voltage or 
power flow measuring devices that are used for 
the measurement purposes. It also happens that 
there are areas, where completely no measure-
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ments are taken. There can be various reasons for 
such a situation. In most cases, it follows from 
economic and technical aspects. Preparation of a 
measuring device for the operation with an HV 
network is more expensive than it is in the case 
of the MV infrastructure. Such problems consid-
erably influence controllability and stability of 
power systems. In order to prevent the occurrence 
of failures and improve the control quality, it is 
necessary to search for new less expensive and 
more efficient solutions such as tools included 
in computer programs. In most cases, those pro-
grams are used as applications based on a sim-
plified mathematical model of a power system. 
They run in offline mode. It is some disadvan-
tage especially in the case of a real-time control 
of the HV power system. Such simplified models 
assume that all the needed data about the system 
topology, impedance, power flow data, voltage 
are available. Complex connections among the 
system elements, the questionable condition of 
switches, incorrect values obtained from analog 
measurements or unavailability of measurement 
data make it difficult to use such models for the 
on-line power system analysis. Even if some at-
tributes can be assumed, it can potentially yield 
significant errors in the final calculation results. 

A state estimator has been developed to pre-
vent the impact of such errors on the optimization 
calculations and to improve their accuracy. Due 
to the application of a group of modules, some 
kind of a bridge has been obtained. In the devel-
oped prototype, the bridge consists of a connec-
tion between a real HV power system controlled 
by the SCADA system and the tool for optimiza-
tion calculations. A simplified diagram of those 
relations is shown in Fig. 2.

The primary function of the state estimator 
is to provide a simplified error-free mathemati-
cal model for the on-line optimization. In order to 
determine an actual model, the state estimator is 
equipped with such modules as topology proces-
sor, observability test, estimation calculation, bad 
data detection and identification [3, 8]. Coopera-
tion of those modules is illustrated by Fig. 3.

The first module is responsible for retriev-
ing measurement data from the SCADA system 
including analog measurements like voltage, ac-
tive and reactive power flow. Switch status data 
(binary measurements) are used for the topology 
determination purposes.The topology processor 
algorithm consists of the following steps: a col-
lection of the measured data and the static model 
data (impedance, energy source data, energy con-
sumption data), determination of the topology 
(using binary measurements), matching the meas-
urement data with the model elements. There are 
many various algorithms that can be applied to 
the topology processor. In the discussed project a 
simplified algorithm has been used. 

At the final stage of the discussed process, 
a mathematical model of the power system is 
obtained. There is some probability that the ob-
tained model can lack observability. This lack 
of observability can be caused by a few factors. 
A model can be considered as observable when 
the following condition is met 

m x≥ (1)

2 1x N= − (2)
where:  m – number of measurements, 
 x – number of state variables, 
 N – number of buses. 

Figure 2 Data flow between the SCADA system and the optimization module
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It is not the only criterion. Prior to the state 
estimation calculation, the presence of observable 
islands, critical measurements, and unobservable 
branches has to be checked. In order to deter-
mine the mentioned data, an advanced algorithm 
has been applied [4]. The presented algorithm 
has many advantages. Owing to that method it is 
possible to check, which of the elements can be 
considered as observable, where are the critical 
measurements, does the model include observ-
able islands and finally to establish whether the 
model is observable. If the observability test de-
tects unobservable branches, the method can in-
dicate areas of no measurement data, where pseu-
do-measurements can be used.

State estimation calculation is crucial for the 
model analysis. It is a module that determines the 
most probable state of the analyzed power system 
described by a voltage vector. It makes a basis 
for following calculations of the model parame-
ters. In the discussed project, the Weighted Least 
Square (WLS) state estimation algorithm has 
been used [1]. For the estimation purposes, power 
injection, power flow, and voltage measurements 
have been used. Those measurements can be ex-
pressed as follows: 
1.1. injection of active and reactive power at the 
bus i:

= ( c s )i i j ij ij ij ij
j N

P V V G os B in


    (3)

 = s ci i j ij ij ij ij
j N

Q V V G in B os


    (4)

1.2. active and reactive power flow from the bus 
i to j :

   2= c sij i si ij i j ij ij ij ijP V g g VV g os b in      (5)

   2= sin cosij i si ij i j ij ij ij ijQ V b b VV g b       (6)

where:  ,i iV Θ  is the voltage and phase angle at 
the bus i.

 =ij i jΘ Θ −Θ .

 ij ijG jB+  is the ij-th element of the com-
plex bus admittance matrix. 

 ij ijg jb+  is the admittance of the series 
branch connecting buses i and j.

 si sig jb+  is the admittance of the shunt 
branch connected to the bus i. 

Power system model includes m  measure-
ments. Each of them can be encumbered with 
some measurement error:
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 (7)

where: z, 1 2[ , ,..., ]T
mz z z z=  is a measurement 

matrix, ( )ih x  is a nonlinear function 
relating the measurement i  to the state 
vector 

 Figure 3 Real-time modeling of a power network system 
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 χ, [ ]T
1 2= , , , nx x x x is the system state 

vector, 

 e, [ ]1 2, ,...,T
me e e e=  is measurement er-

ror matrix. 

All measurements are described by their stan-
dard deviation

2 2 2
1 2= { , , , }R mdiag     (8)

Having the measurements described with 
equations, the WLS estimator can be used to find 
the function minimum

       
2

T 1

0

( )
= = ( ) ( ) =

m
i i

i ii

z h x
J x z h x R z h x min

R





   

       
2

T 1

0

( )
= = ( ) ( ) =

m
i i

i ii

z h x
J x z h x R z h x min

R





   

(9)

The function minimum exists if

     T 1( )= = ( ) = 0J xg x H x R z h x
x


 


 (10)

where:

  ( )= h xH x
x

 
  

 (11)

Expansion of the non-linear function ( )g x  

into its Taylor series around the state vector kx
yields: 

      = ... = 0k k kg x g x G x x x    (12)

where: k  is the iteration index and ( )kG x is a 
gain matrix expressed as

   T 1( ) = = ( )
k

k k k
g x

G x H x R H x
x





 (13)

It leads to an iterative solution as follows:

  11 = ( )k k k kx x G x g x


      (14)

The complete equation is shown below

       11 T 1 T 1=k k k k k kx x H x R H x H x R z h x


           

       11 T 1 T 1=k k k k k kx x H x R H x H x R z h x


           
(15)

1 1=k k kx x x   (16)

Voltage (state variable) vector is computed 
till the voltage increase gets lower than the arbi-
trarily set e value.

1kx    (17)

At the next stage, the estimated values are 
treated as suspicious. This assumption is neces-
sary because any of the estimated voltage val-
ues can appear to be a bad value following from 
a measurement encumbered with a gross error. 
Such errors have to be detected and eliminated 
from the computation process. There are many 
BDD/BDI algorithms. Each of them has its ad-
vantages and disadvantages. A method referred 
to as the “Largest Normalized Residual Test” has 
been applied because it is characterized by satis-
factory error detection and efficient identification.

If the module BDD/BDI does not detect any 
errors, the computed voltage vector is a solution 
that is the most adequate for the actual system 
state. This information is used to determine the 
model parameters (generations, loads, power 
losses) that have been removed in the computa-
tion process or do not exist at all. Next, the devel-
oped model is subdued to further analyses by the 
optimization module.

OPTIMIZATION COMPUTATIONS

A module that solves linear optimization 
tasks using a method of load flow tracing has 
been developed for the discussed tool. The al-
gorithm combines the optimization method with 
the method of load flow tracing, which may seem 
a little futuristic but it enables sufficient clear-
ance of the effects of exceeding the allowed 
transmission capacity. 

The active power flow tracing method makes 
possible to control power generated from selected 
sources, and thereby to determine the impact of 
their generation on the loads in individual branch-
es. Thus, it gets possible to identify those power 
plants, whose responsibility for the power flow in 
a selected line or transformer is the greatest (de-
termination of coefficients indicating the share 
of power generated in the sources in the load-
ing of selected branches in the grid). The meth-
od has been introduced to power engineering in 
the 1990s [2, 10].

The load-flow tracing method makes possible 
to identify the source that is the most responsible 
for the load in a given line. However, it is not de-
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cisive that once power generated in this source 
gets reduced, the power flows change so that the 
line load gets relieved efficiently. It is possible 
that a reverse effect can occur and namely that 
the power flow change can bring about an in-
crease of the load in the considered line. Power 
loss resulting from a reduced generation in a 
given power plant can be compensated by the 
power that inflows from other sources or from a 
balancing node, which eventually results in a de-
terioration of the power flow condition. Another 
effect of such a power output reduction can be 
an overload of another branch (or other branches) 
that has not been overloaded before. Thus, if the 
line load relief is to be effective, the flow trac-
ing method has to be accordingly modified. The 
presented article discusses a modified version of 
the method. Its primary objective is to get an ad-
equate response (of a grid operator and eventually 
of automatic power controls) to the exceeded load 
limits in grid branches of the monitored area. The 
method is based on share ratios calculated by the 
power flow tracing method. Those coefficients 
have been assumed to be stable within a specific 
limited range of changes in the active power gen-
erated in the sources that are the most responsible 
for the load in a given branch.

Power flows between the branches i-l, s-t and 
m-n in their overload condition can be represent-
ed by the following dependences [9, 10]:

G G,1 G1 ,2 G2 , G...il il il il N NP u P u P u P        (18)

G Gst,1 G1 st,2 G2 st, G...st N NP u P u P u P        (19)

G Gmn,1 G1 mn,2 G2 mn, G...mn N NP u P u P u P        (20)

where: ,kilu  – coefficient that determines loading 
of a branch i-l from the source located in 
the node k (share ratio), 

 PGk – active power generated in the node k, 
 NG – number of sources.

To eliminate the overloads, it is necessary to 
reduce power in the sources by the value of ΔP. 
Thus, for the no-overload condition the above 
equations can be written as follows:

   G G G

'
,1 G1 G1 , G G...il il il N N NP u P P u P P        

   G G G

'
,1 G1 G1 , G G...il il il N N NP u P P u P P        

(21)

   G G G

'
st,1 G1 G1 st, G G...st N N NP u P P u P P        

   G G G

'
st,1 G1 G1 st, G G...st N N NP u P P u P P        

(22)

   G G G

'
mn,1 G1 G1 mn, G G...mn N N NP u P P u P P        

   G G G

'
mn,1 G1 G1 mn, G G...mn N N NP u P P u P P        

(23)

The no-overload condition is met when the 
following dependencies occur: 

 
'

maxil ilP P  (24)

 
'

maxst stP P  (25)

 
'

maxmn mnP P  (26)

Total power output reduction is given by the 
formula:

G1 G2 G...
GNP P P P       (27)

The analyzed issue can be considered as a 
nonlinear optimization task with equality and in-
equality constraints, where the objective function 
assumes the following form 8:

c G1 G2 Gmin( ... )
GNF P P P      (28)

It should be noted that in the process of 
changes in the power outputs of individual sourc-
es their ratios of power share in the load flow of 
a given branch can change as well.  The core idea 
of the flow tracing method is the use of power 
values obtained from a non-linear analysis of 
the system, hence using its results for the above 
described linear optimization process involves 
some simplifications, subsequently compensated 
in successive iterations. 

Tests have been performed for the testing grid 
CIGRE. It is a grid that consists of 12 generators, 
17 nodes, 19 lines, and two autotransformers. A 
diagram of the grid is shown in Fig. 4. Conven-
tional sources are marked in yellow, and wind 
farms in red.

The primary state of this grid is characterized 
by the occurrence of overloads in five branches 
– four lines and a transformer (Table 1), which 
is illustrated by the percent load rates of indi-
vidual branches. The total power output of the 
wind farms amounts to 750 MW. Optimization 
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calculations have been performed for the above-
described grid state. No-overload grid condition 
has been obtained in one iteration, which proves 
high efficiency of the method.

The total power output of the wind farms has 
been reduced by the value of 156,5 MW. It is the 
smallest possible reduction that brings about ef-
fective relieving of overloaded elements. Output 
power loss in the wind farms has been compen-
sated by conventional sources to maintain the 
grid power balance which caused the increase 
of thermal generation (Table 2). Assuming that 

all conventional power plants had the same cost 
characteristics written as follows [5]:

2: 0.025 i gi giC P P  (29)

moreover, in the base state had been operating 
at 1 p.u./h cost. Thus the costs after the line load 
reducing action are presented in Table 2.

The modified load flow tracing method com-
bines the advantages of non-linear and linear ap-
proaches Considering its advantageous character-
istics such as low complexity, high operation rate, 
and accuracy; it can be applied on-line.

Fig. 4. CIGRE test grid diagram

Table 1. Overloaded Elements

No. Branch code Start node End node In/Sn
(A/MVA)

Before 
optimization

After 
optimization

I/In
(S/Sn)

%
1 LIN20 URZ111 BUJ111 205 121 91
2 LIN23 KOW111 LAG111 205 214 100
3 LIN24 LAG111 ZLP111 205 194 94
4 LIN27 WOL111 URZ111 320 183 97
5 TRA-2 URZ211 URZ111 160 106 70
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LABORATORY MODEL OF THE POWER 
SYSTEM STATE ESTIMATION AND 
OPTIMIZATION

The presented tool for the power system state 
estimation has been equipped with a power sys-
tem simulator module. Simulator and estimator 
modules operate in a closed loop, which makes 
possible to analyze their performance in normal 
operating conditions. The power system simu-
lator is a computer equipped with a power flow 
software that generates responses to new condi-
tions in the simulated grid based on control sig-
nals sent from the estimator. 

A laboratory model (Fig. 5) has been devel-
oped to enable a full analysis of the phenomena 
that occur during the computation process. The 
model consists of:
 • a computer with software to simulate the oper-

ation of a real power system and power flows 
in the grid,

 • a PC with the estimation and optimization 
software,

 • data hub with dedicated SCADA for power 
systems, 

 • Ethernet.

The control system operation has been shown 
in Fig. 6. At the beginning (like in real systems) 

Table 2. Optimized active power settings and costs

No. Source type Pg, MW
base state

Pg, MW
optimal case

Cost, p.u./h
optimal case costs Code

1 FW 115 101,5

-

BUJ-G1
2 FW 100 100 WAN-G1
3 FW 125 79 KOW-G1
4 FW 150 121 WOL-G1
5 FW 120 54 CHO-G1
6 FW 140 138 ZLP-G1
7 Conventional 0 0 B02-G1
8 Conventional 169 204 1.409 B3H-G1
9 Conventional 139 169 1.420 B07-G1
10 Conventional 179 214 1.387 B06-G1
11 Conventional 169 203,5 1.403 B05-G1
12 Conventional 199 220 1.203 B4H-G1

Fig. 5. Laboratory model of the optimal control system for wind farms
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starting conditions for the simulation are set. Next, 
various bus loads are randomly changed to obtain 
overloading of power lines. Grid information (in 
the form of measurement data) is transmitted via 
Ethernet or fiber-optic connections to the data hub 
ExMST2. The obtained measurement data are 
currently analyzed and shown in the SCADA sys-
tem. In a specified time interval, the power sys-
tem state estimator module sends a measurement 
request to the SCADA system. On that basis, the 
estimator collects a set of grid measurement data 
and proceeds with the grid estimation procedure. 
Once the most likely power system state is deter-
mined, the estimator module sends the accurate 
grid model to the optimization module. 

The optimization module calculates optimal 
settings for generating units (wind farms), to meet 
the actual power system balance and to reduce 
overloading of transmission power lines. The new 
determined settings for wind farms and other gen-
erating units are sent to the power system simu-
lator. Optimal generation settings are treated as 
commands to modify power output of generating 
units. In the case of wind farms, it is a command 
to maintain or to reduce the actual generation. In 
the case of other generation units like thermal 
plants, three commands are possible: maintain, 
reduce or increase the actual generation. Next, 
the settings are sent to the simulator, where power 

flow calculations are performed followed by the 
determination of the new system state. The dis-
cussed laboratory power system control operates 
in a closed loop at a set time interval, and it can be 
stopped by the user. 

CONCLUSIONS

In Poland, the presented optimal control sys-
tem is an innovative and unique solution. Owing 
to the combined application of estimation and 
optimization modules the proposed optimal wind 
farm control system offers a higher quality of 
the power grid analysis than the previously used 
procedures. The system can be used to support 
decisions of the network operator. Implementa-
tion of such a system offers considerable eco-
nomic benefits (lower energy losses, higher sav-
ings) and supports the development of renewable 
energy sources. 
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